Stable stitching method for stereoscopic panoramic video
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Abstract: This paper proposes a stable method of generating a stereoscopic panoramic video with the omnidirectional stereo (ODS) format. Different from the traditional image stitching method which can only be applied to generate a monocular panorama, we adopt an optical flow-based blending method to create two panoramas for binocular vision. In addition, traditional image stitching methods based on seam-finding tend to cause the problem of temporal flicker. We address this problem by restricting the optical flow field of the new frame with its previous frame’s optical flow field. Thus, the generated video is stable and out of temporal flicker. There are four key operations in our approach. First, we adopt the ODS format which is the basis of stereoscopic panorama. Second, we do effective exposure compensation, making the brightness of the two eyes’ panoramas consistent. Third, we employ an optical flow-based blending method to synthesize the final panoramas effectively. Fourth, we take the previous frame’s optical flow field as the restriction of the present frame’s optical flow field to acquire a stable video. The final output videos can deliver a pleasant and impressive stereoscopic viewing experience to the audience when the audience watches the videos in the virtual reality headset.

1 Introduction

With the virtual reality (VR) headsets becoming more and more popular, the demand for immersive videos grows. However, the immersive video is hard to be directly captured with a traditional single camera. Thus, the efficient production of the immersive video content is becoming a new issue to be addressed [1]. This study focuses on how to stitch a stereoscopic panoramic video content captured with multiple cameras. A stereoscopic panorama consists of a pair of panoramic videos, where one panorama is for the left eye, and another panorama is for the right eye.

There are quite a lot of research studies on image stitching in the past ten years. Also, many tools and commercial software are available to produce panoramas. However, almost all these tools can only create a monocular panorama. By adopting a monocular image stitching method to separately produce the panorama for the left eye and right eye at the same time will not get the correct stereo video at some view angle.

To overcome the above limitation, this study proposes an improved method to generate a stereoscopic panoramic video with the omnidirectional stereo (ODS) format [2–6]. Fig. 1 shows a brief sketch of how to generate a panorama of the ODS format. The input images are captured with a normal camera rotating about an axis behind it.

In the ODS format, a stereoscopic panorama is generated by stacking specific strips extracted from the input images representing different viewpoints horizontally. Since each strip is a narrow part of a perspective input image, the panorama of the ODS format retains the parallax effect and naturally multi-perspective. Although the ODS format is a good solution to the stereoscopic panorama, there still exist two unsolved problems in creating ODS video content.

First, we need to design proper camera system to obtain input images for a panoramic video. The ODS can just stitch a panorama with a series of images capturing by rotating a camera on a rotating arm. If we want to generate stable and continuous panoramic video content, we need a camera system with no moving parts namely a set of fixed cameras. We choose a circular rig with 10 camera positions (see Fig. 2). Different from the ODS method, each panorama is stitched from several input images captured at the same time.

Second, we need to design an efficient algorithm to generate a stereoscopic panoramic video with video sequences of only 10 viewpoints. As mentioned above, the method to generate a panorama of the ODS format is extracting vertical narrow strips from the input images (if we rotate the camera to capture a video, the input images are all the frames of this video) and then stacking them horizontally together to generate the final panorama. This is not applicable to our condition.

In this study, we adopt the Facebook Surround360 framework [7], which warps the images with an optical flow field to simulate a rotating camera. We do two main improvements over Facebook Surround360. First, we add a step of effective exposure compensation, which allows the following computation of optical flow field more accurate. In addition, this step makes the brightness of the left-eye and right-eye panoramas consistent. Second, to overcome the temporal flicker of the output video sequence, we restrict the optical flow field of the new frame with its previous frame’s optical flow field. Experimental results testify the effectiveness of our proposed method.

The structure of this paper is shown as follows. Section 2 gives an overview of the related work. Section 3 presents our proposed method of generating a stereoscopic panoramic video. Section 4 provides the experimental results and this study is concluded in Section 5.
Fig. 1 Process to generate a stereoscopic panorama of the ODS format. A stereoscopic panorama can be generated with the images captured with a normal camera rotating about an axis behind it. The final panorama consists of a series of strips taken from each image [6].

Fig. 2 Our camera rig. There are ten camera positions on the side ring. To get the top and bottom of a panorama, we can choose to place another four cameras.

stable and continuous with a proper stitching method applied to every frame.

2.1 Image stitching

The first key point of the stereoscopic panoramic video is panorama stitching. Panorama stitching is a special case of image stitching with a view field of 360°. Image stitching is the process of combining multiple photographic images where overlapping regions exist to create a high-resolution image with a wide field of view.

An early image stitching method called AutoStitch with good performance under most conditions was proposed by Brown. The AutoStitch finds global homographies to bring images into alignment and blend them [8–12]. Nowadays, most commercial software is based on AutoStitch, such as the stitcher module of OpenCV, ICE by Microsoft, Photoshop, Autopano, and so on. However, the approach of AutoStitch is not robust sometimes. The approach of AutoStitch makes use of the homography which is a 2D projective transformation to align input images. Since the camera image is a 2D projection of the 3D real world scene, the homography can just align some part of the image on the same plane in the real world well. The usage of the 2D homography in alignment tends to cause artifacts or ‘ghosting’ in the final results.

In recent years, there is great progress in the field of image stitching. To improve the alignment quality which is limited by the usage of a global homography, the as-projective-as-possible (APAP) warp was proposed [13]. The main idea of APAP is to mesh cutting and deformation. Instead of a global homography, APAP computes homographies for each mesh grid for more accurate alignment of input images.

Following APAP, there were many excellent works. Chang et al. proposed the method of shape-preserving half-projective (SPHP) [14]. The main idea of SPHP is the combination of the projective transformation and similarity transformation. In addition to the usage of mesh cutting, SPHP does space division of the overlapping region and the non-overlapping region to process them separately. With mesh cutting and homography, SPHP obtains a good alignment in the overlapping region. With the usage of the extra similarity transformation in the non-overlapping region SPHP preserves the objects’ shape of the initial perspective projection, thus reduces the distortion caused by mesh cutting.

Zhang and Liu presented a local warping stitching method combining global homography and content-preserving warping (CPW) [15, 16]. This method can deal with large displacements due to the parallax effect between adjacent images well. After an optimised global alignment with improved homography, local mesh grid deformation is done with several constraint conditions of practical physical significance. In their paper, they defined three constraint conditions including the key point matching constraint, the non-overlapping region constraint, and the smoothness constraint. Later works concentrated on the strict and robust constraint conditions.

2.2 Stereoscopic panorama

The second key point of the stereoscopic panoramic video is a stereoscopic panorama. We need to generate both the left-eye and the right-eye panorama. Unfortunately, these methods mentioned above are only suitable for monocular panorama stitching. Such panoramas lack parallax and cannot provide a stereoscopic and immersive experience. As mentioned above in Section 1, adoption of a monocular image stitching method to separately produce the panorama for the left eye and right eye at the same time will bring not convincing results.

To overcome this limitation, Zhang and Liu presented a method for stitching stereoscopic panoramas from stereo images casually taken using a stereo camera [17]. The advantage of using a stereo camera is that the input images are stereoscopic inherently. Then we just need to stitch the left-eye panorama with the left-eye input images and stitch the right-eye panorama with the right-eye input images. The only difficult is the consistency of the two panoramas since their panorama stitching method is based on seam-finding. They used the optical flow field to restrict the generation of the right-eye panorama to keep the consistency. Even though the results of this work look perfect, the method only stitches one 3D panorama with a series of images captured by moving a stereo camera.

Not using a stereo camera, a panorama of the ODS format is generated by stacking specific strips extracted from the input images representing different viewpoints horizontally. Since each strip is a narrow part of a perspective input image, the panorama of the ODS format retains the parallax effect and naturally multi-perspective (see Fig. 3).

Fig. 3 Projection of the ODS. Every ray tangent to the viewing circle indicates looking out from a specific viewpoint. Blue and red rays represent the view direction of the left and right eyes, respectively.
2.3 Video stitching

The third key to the stereoscopic panoramic video is video stitching. In general, joining all frames stitched together directly will cause the problem of video jitter and flicker. There have not been many valuable research results in video stitching up to now.

He and Yu present a parallax-robust video stitching technique [18]. However, their approach based on seam-finding is specifically aimed at the surveillance video stitching. Their method cannot generate the stereoscopic panoramic degrees and remove the problem of flicker.

Huawei Media Lab contributes a novel method of video stitching with spatial-temporal CPW [19]. Their method extends the step of seam-finding from 2D to 3D. Thus, they can generate a stable video out of flicker. However, their method using mesh cutting and seam-finding cannot generate the stereoscopic panoramic and is very time-consuming.

Some other works of video stitching concentrate on the shakiness removing [20, 21] caused by the moving of cameras when capturing videos. That is irrelevant to the problem of flicker. Since we adopt an optical flow-based blending method, we perform restriction on the computation of the optical flow field within time domain to generate a stable video out of flicker.

2.4 Simulation of the ODS with viewpoint interpolation

To allow generating a panoramic video, we use ten cameras placed uniformly in a rig and perform interpolation of viewpoints between adjacent cameras to simulate a rotating camera. The part will introduce the strategy of simulating the ODS with viewpoint interpolation and the sketch map is shown as Fig. 4.

We use the spherical or equirectangular projection as the format of our panorama. In the spherical or equirectangular projection, each column of the projection image corresponds to a particular longitude of a sphere; each column of the projection image corresponds to a particular latitude of a sphere. It is convenient to recover the 3D effect in the VR head set with equirectangular projection. In addition, a specific longitude represents a specific orientation of the audience’s head.

![Fig. 4] ODs is multi-perspective. If a ray to generate the panorama is virtual, we need to perform interpolation of viewpoint

Since the interpupillary distance of people is generally about 6 cm. We can construct the viewing circle whose diameter is the interpupillary distance. Then the point in the viewing circle is a viewpoint. Looking out at a viewpoint, the pixels of the ray originates the viewpoint and tangents the view circle is what we need.

Imaging that we look out is around full to 360° in the viewing circle. At a specific viewpoint, the pixels of the two rays’ tangent the viewing circle are what we need to create the stereoscopic panorama. If a ray passes through a real camera, we can directly get pixel information from the captured image.

While in most cases, the ray intersects the camera circle at a position of no camera. Thus, we perform interpolation of viewpoint to assume a virtual camera between the two actual cameras and get the pixels of the ray with the interpolation method.

3 Our approach

In this section, we describe our proposed approach in detail. The first four parts (A, B, C, and D) give the pipeline of generating a panorama based on the optical flow field. The part E gives our proposed strategy to make the video stable and out of temporal flicker.

3.1 Calibration

We make use of the OCamCalib Toolbox contributed by Davide Scaramuzza [22–24] to calibrate the intrinsic parameters and the relative pose of the individual cameras in the rig. This calibration toolbox is easy to use and more accurate than regular tools such as OpenCV. It can be used for catadioptric and fish-eye cameras up to 195°.

GoPro Hero4 Black is used as the camera. The videos captured by the GoPro camera are severely affected by the fish-eye lens. Applying to each frame of the videos with the OCamCalib Toolbox, we can get the calibrated frames. The calibration example is shown in Fig. 5.

3.2 Projection

As mentioned in Section 2.3, we need to build equirectangular projections of each input image out of fish-eye influence. By performing key point matching between all adjacent camera images, we can compute the extrinsic parameter matrixes of all cameras in the rig. Then with the extrinsic parameter matrixes, we can project the input images out of fish-eye effect.

After the equirectangular projection, we can easily cut the overlapping region between adjacent input images according to the horizontal field angle of the camera and the number of the camera.

![Fig. 5] Left image is one frame of a video captured by a GoPro camera. The fish-eye influence is obvious that the straight lines of buildings are curving. Applying the OCamCalib Toolbox, we get the right image out of fish-eye influence. Apparently, all the straight lines are put back to normal, the scene is nature and confirms the reality.
The horizontal width of each overlapping region is
\[
\text{overlapping width} = \frac{(\text{fov} \times n - 2\pi) \times \text{cols},}{n \times 2\pi}, \tag{1}
\]
where foo is the horizontal field angle of a side camera, \( n \) is the number of side cameras, cols is the width of an input image. For our rig and camera model, \( n = 10, \text{fov} = 106.26^\circ \). The horizontal field angle involved in computing is smaller than the real horizontal field angle of the GoPro Hero4 Black camera because we cut much marginal region lacking texture (the residual black region shown in Fig. 5) during the calibration. The overlapping region of two adjacent images is shown in Fig. 6.

3.3 Exposure compensation

Since the exposure time of all cameras in the rig is independent. The rest virtual rays between adjacent real rays need to be synthesised. Considering an object at any distance in the real world, \( P^1 \) and \( P^2 \) are, respectively, the projective positions of the two adjacent images. We can interpolate the intermediate point \( P \) between points \( P^1 \) and \( P^2 \) to synthesise the virtual ray crossing the virtual camera.

Since an object’s projection in two adjacent camera images is, respectively, \( P^1 \) and \( P^2 \). In general, the difference between \( P^1 \) and \( P^2 \) is related to the depth of the object in the scene. We choose to use optical flow-based blending to synthesise these virtual rays. We denote the optical flow field from the left image to the right image by \( F \). Since the optical flow field represents the point correspondences of two images, the point \( P^P \) can be expressed as \( P^P = P^1 + F(P^1) \). We need to map \( P^1 \) and \( P^2 \) to \( P \) at the same time. Therefore, we require the paired optical flow fields namely the optical flow field from the left image to the right image and the optical flow field in the opposite direction [2] at the same time.

3.3.1 Geometric theory: In Section 1, we introduce the ODS format. The ODS panorama consists of a series of strips with different viewpoints. We extract specific strips from each image and combine them into a left and right output view. The omnidirectional effect is achieved by collecting rays that are all tangent to a common viewing circle.

Fig. 6 By computing the width of the overlapping region, we can extract the overlapping regions of the two adjacent equirectangular projective images

a) Left image of the chunk namely arc section AC in the ODS format. Points A and C are the projections of the real rays, point P needs to be interpolated by some means
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Mentioned earlier in previous part and shown in Fig. 7b, we need to synthesise all the rays in the arc section AC. We define the arc section AC as a chunk of the final panorama. The number of chunks of the final panorama is equal to the number of cameras. So, the width of arc section AC is smaller than the width of the overlapping region and a chunk is only part of a pair of overlapping region images (see Fig. 8).

To keep the continuity at the boundaries of the chunks in the final panorama, we can set the distance from every pixel point to the chunk boundary as the weight of the pixel point’s optical flow. Then, we use the weighted optical flow fields to warp the chunk part of original overlapping region images. Denoting the horizontal distance between the point x and the left boundary of the chunk by d, the two warped chunks are

\[ wC_l(x) = C_l(x + d \times F_{fl}(x)), \]
\[ wC_r(x) = C_r(x + (1 - d) \times F_{fl}(x)). \]

With this, linearly blending of a chunk between two adjacent images gives our final optical flow-based blending results as

\[ \text{Chunk}(x) = (1 - d) \times wC_l(x) + d \times wC_r(x). \]

Since we use the distance as the weight of the warped chunk, the final chunk’s left and right boundaries are equal to the real rays, keeping the continuity in the final panorama.

3.5 Stable video without temporal flicker

Now, we can successfully generate a frame of the stereoscopic panoramic video. However, if we directly produce a video just by joining all frames together, the video may be unstable. The audience will feel the video jitter when watching it in the VR headset.

Traditional image stitching methods based on seam-finding also lead to the temporal flicker because the seam of every frame varies much. Fortunately, our blending method is based on the optical flow field. Therefore, we can constrain the optical flow field of the present frame with the previous frame’s optical flow field.

We choose to compute a weighted summation of the previous frame’s optical flow field the present frame’s optical flow field as a new optical flow field providing for the present frame. The weights of the two frames’ optical flow field need to be carefully chosen. To reduce or remove temporal flicker, the present frame’s optical flow field should be as much as possible as the previous frame’s optical flow field if the two frames are similar. However, if there is a great difference between two frames, the restriction on the present frames’ optical flow field should be weak. Otherwise, the quality of the final panorama is not good enough.

Thus, we use a power function to compute the weight (see Fig. 9). The horizontal axis represents the difference between two frames. The vertical axis represents the weight of the present frame’s optical flow field. When two frames are similar, the present optical flow field is also like the previous. When the present frame changes a lot against the previous frame, the weight of previous optical flow field is set to be very small.

We compute the difference at each pixel. The weighted summation is also computed at every pixel. We first add the subtractive results of three channels together then perform normalisation by dividing 255 (8 bits for every channel of a pixel point). Then we calculate the weight using the power function. The index of the power function \( y = 0.3 \) in our experiment. Finally, we get the weighted summation

\[ \text{Diff}(x) = \frac{\sum_{\text{all channel}} I_1(x) - I_2(x)}{3 \times 255}, \]
\[ w(x) = \text{Diff}(x)^y, \]
\[ F_{\text{new}}(x) = (1 - w(x)) \times F_1(x) + w(x) \times F_2(x). \]

4 Experimental results and analysis

We tested our approach of generating a stereoscopic panoramic video on various scenes with a widely divergent background. We capture videos using our rig with 10 side cameras (the camera type is GoPro Hero4 Black). In most cases, the performance of our approach is excellent.

The resolution of the captured video depends on the setting. In general, we set the resolution to 2704 \( \times \) 2028 or 1920 \( \times \) 1440. Then the resolution of input images after calibration for the panorama stitching is proper to set to 1920 \( \times \) 1920. Thus, the resolution of the final panorama can be set to 4, 6 or 8 K.

Fig. 10 shows the striking effect of our exposure compensation. Fig. 10a is the result of Surround360 without our exposure compensation and Fig. 10b is the result of our method. Since every camera’s internal exposure time is different and cannot be easily controlled and adjusted to the same artificially (in agreement with the GoPro Hero4 Black), the overall brightness of the stitched panorama is not uniform. In addition, the brightness of the left eye’s panorama differs greatly from the other one in the same region, causing hard fusion when viewing it in the VR headset. Applying our exposure compensation, we address the two
problems of brightness and the subjective experience of the stereoscopic panorama is much better.

Fig. 11 shows the video quality comparison between Surround360 and our method. Fig. 11a is the right-eye panorama of one frame stitched by Surround360. Since the man and the roller coaster is fast moving in the scene. There are artefacts in the frame (see Fig. 11b). With our method, the frame is well stitched out of any artefacts (see Figs. 11c and d).

Fig. 12 shows the left-eye panoramas of some scenes. We have watched our results in the VR headset, there is no temporal flicker and we can get a sense of immersion and stereo perception.

In some special cases, the quality of the stereoscopic panoramic video is still not good enough.

In the case when a large-scale object in the foreground and this object are far away to those background objects, the occlusion occurs. The parts of the background objects which are blocked by the foreground object are different. Then the overlapping regions of the adjacent images are not consistent. The following steps including computation of optical flow field and image blending are not accurate as well. Finally, the final panorama is blurry in some regions. The occlusion problem also occurs when the object is too closer to the rig.

In the second case, there is an object with very fast movement on the scene. The definition of fast movement on the scene indicates that the position of the object changes significantly in two adjacent frame images. In fact, an object with a high speed in the real world may be slow in the video if it is far away from the camera. Furthermore, an object with a low speed in the real world may be fast in the video if it is very close to the camera. In this case, there is a notable discrepancy between adjacent two frames. Thus, the restriction of the optical flow field may fail to remove temporal flicker and keep the video stable.

5 Conclusion

This study demonstrated a method of creating a stereoscopic panoramic video of the ODS format. We adopt an optical flow-right-eye panorama at the same time. Exposure compensation is proposed to make the brightness of the final panorama uniform and the brightness of the two eyes’ panoramas consistent. In addition, we take the previous frame’s optical flow field as the restriction of the present frame’s optical flow field to create a stable video. Experimental results show that our approach is...
effective. Also, we analyse the failure cases of our approach. In the future work, we will proceed to optimise the optical flow algorithm and blending method to deal with the occlusion problem.
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